# A 3.3-V 12-b $50-\mathrm{MS} / \mathrm{s}$ A/D Converter in $0.6-\mu \mathrm{m}$ CMOS with over $80-\mathrm{dB}$ SFDR 

Hui Pan, Masahiro Segami, Michael Choi, Jing Cao, and Asad A. Abidi, Fellow, IEEE


#### Abstract

A 12-b analog-to-digital converter (ADC) is optimized for spurious-free dynamic range (SFDR) performance at low supply voltage and suitable for use in modern wireless base stations. The 6-7-b two-stage pipeline ADC uses a bootstrap circuit to linearize the sampling switch of an on-chip sample-and-hold (S/H) and achieves over 80-dB SFDR for signal frequencies up to 75 MHz at $50 \mathrm{MSample} / \mathrm{s}$ (MSPS) without trimming, calibration, or dithering. INL is 1.3 LSB , differential nonlinearity (DNL) is $\mathbf{0 . 8}$ LSB. The 6-b and 7-b flash sub-ADCs are implemented efficiently using offset averaging and analog folding. In $0.6-\mu \mathrm{m}$ CMOS, the $16-\mathrm{mm}^{2}$ ADC dissipates 850 mW .


Index Terms-A/D converter, analog folding, bootstrap circuit, CMOS analog integrated circuits, IF sampling, spatial filter, spu-rious-free dynamic range.

## I. Introduction

MODERN wireless base stations digitize the IF band, and separate individual channels with digital filters [1], [2]. Digitizing at IF poses challenges on the design of the analog-todigital converter (ADC). First, the spurious-free dynamic range (SFDR) must be over 80 dB so that a weak received channel is not confused with the artifacts arising from digitizing strong channels. The SFDR of an ADC is defined as [3] the difference in decibels ( dB ) between the full-scale (FS) fundamental and the maximum spurious tone in the output spectrum. The signal-to-noise ratio (SNR) is relatively less important here, because of the digital processing gain. Second, the conversion rate must be on the order of $50 \mathrm{Msample} / \mathrm{s}$ (MSPS) to accommodate a typical $20-\mathrm{MHz}$ IF band. Third, it is also desirable to maintain a constant SFDR performance beyond the Nyquist input frequency to give more freedom in placing the IF. This requires an on-chip sample-and-hold ( $\mathrm{S} / \mathrm{H}$ ) with good dynamic performance. So far, only bipolar and BiCMOS ADCs come close to these specifications [4]-[7], and they all operate from a $5-\mathrm{V}$ supply.

This paper presents a $3.3-\mathrm{V} 0.6-\mu \mathrm{m} 50-\mathrm{MSPS}$ CMOS A/D converter demonstrating SFDR greater than 80 dB for input frequencies up to 75 MHz without trimming, calibration, or dithering. The fundamental objective is to develop an efficient (compact and low power) and calibration-free ADC architecture optimized for SFDR. Although $0.6-\mu \mathrm{m}$ CMOS can operate at 5 V , part of the research was to anticipate the low voltage needs

[^0]of scaled technologies in the future. After a brief introduction to the fundamentals in Section II, a 12-b two-stage pipeline architecture with a 6-7-b partition is chosen, as described in Section III. Section IV derives the efficient sub-ADCs. Circuit implementation of the major building blocks is described in Section V. Finally, experimental results are discussed in Section VI, followed by conclusions in Section VII.

## II. SFDR: Fundamentals

An $n$-bit ideal quantizer exhibits a sawtooth error characteristic. With the FS input amplitude normalized to one (FS/2 $=1$ ), the periodic error function is parameterized with its frequency $\omega_{x}=2 \pi / \mathrm{LSB}=2^{n} \pi$, where the least significant bit (LSB) represents the quantization step. The error distorts an FS input sinewave and creates wideband harmonics, with significant spectral energy up to the order of $\omega_{x}$. The Fourier series of either the quantized sinewave or the periodic sawtooth error function lead to closed-form expressions for the harmonics [8]-[11] and plots of distortion spectra as shown in Fig. 1(a). The plots for various $n$ show that the largest harmonic is located near $\omega_{x}$, and is about $9 n \mathrm{~dB}$ below the fundamental, that is

$$
\begin{equation*}
k_{\max } \approx \omega_{x}=2^{n} \pi \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{SFDR} \approx 9 n-c \quad(\mathrm{~dB}) \tag{2}
\end{equation*}
$$

where $k_{\text {max }}$ is the index of the largest harmonic and the offset $c$ ranges from 0 for low resolutions to 6 for high resolutions [10].

Though strict validation of these empirical equations is mathematically interesting, it gives better insight to derive (2) from energy conservation. As $n$ increases by one, the quantization error is halved in amplitude, and the total error energy $\mathrm{LSB}^{2} / 12$, which is asymptotically independent of the signal distribution [12]-[15], decreases by 6 dB . This leads to the signal-to-noise-and-distortion ratio (SNDR)

$$
\begin{equation*}
\mathrm{SNDR}=6 n+1.76 \quad(\mathrm{~dB}) \tag{3}
\end{equation*}
$$

Also, now the error sawtooth at double the frequency produces twice as many important harmonics, so the overall spur level must go down by an additional 3 dB to keep the total harmonic energy unchanged, resulting in the $9 n$ term in (2). This suggests that the key to high SFDR should be to spread a given error energy across as large a number of spurs as possible.
Imperfections in real ADCs add errors. The linear superposition of those error characteristics on the ideal quantization approximates the overall quantization error to the first order. For example, interstage gain error $\varepsilon$ in a two-stage pipeline ADC contributes a sawtooth error [16] of frequency $\omega_{x 1}=2^{n 1} \pi$, and


Fig. 1. Spectra of quantized sinewave. (a) Ideal 10-b quantizer. (b) 10-b two-stage ADC with 6-b in the first stage and interstage gain error $\varepsilon=\varepsilon_{0}=2^{-4}$.
amplitude $\left(\varepsilon / 2 \varepsilon_{0}\right)$ LSB, where $n 1=$ the bit number of the first stage, and $\varepsilon_{0}=2^{-(n-n 1)}$. This error function generates spurs that resemble an $n 1$-bit ideal quantization [except for an offset of $20 \log \varepsilon(\mathrm{~dB})$ in the spur level] and these superimpose on the $n$-bit ideal quantization. The superposition is clearly seen in Fig. 1(b) which plots the fast Fourier transform (FFT) of the output of a two-stage ( $n=10$ and $n 1=6$ ) ADC programmed in Matlab oversampling a sinewave of frequency $f_{i n}$ at conversion rate $f_{s}$, with $\varepsilon=\varepsilon_{0}$. The oversampling ratio $f_{s} /\left(2 f_{\text {in }}\right)$ is set much larger than $N=2^{n}$ to prevent aliasing which scrambles the superposition. Therefore, the SFDR dominated by interstage gain error is given by

$$
\begin{equation*}
\mathrm{SFDR} \approx(9 n 1-c)-20 \log \varepsilon \tag{4}
\end{equation*}
$$

with the maximum spur located at

$$
\begin{equation*}
k_{\max } \approx 2^{n 1} \pi \tag{5}
\end{equation*}
$$

Unlike the asymptotically constant quantization error energy, spurs are sensitive to the waveform being quantized. For example, an ideal quantization of an FS sawtooth input signal leads to a sawtooth error waveform which contains spurs much higher than what is given by (2); a tiny deviation ( $\sim \mathrm{LSB} / 4$ ) from FS amplitude may null some low-order harmonics. The largest spur rises by 3 dB for each $6-\mathrm{dB}$ reduction in input amplitude, because the input signal sees half of the error sawtooth spreading the same amount of spur energy. This contradicts the "common sense" that nonlinearity improves as signal decreases in power.

TABLE I
SFDR and SNDR Versus First-Stage Resolution ( $n 1$ ) For 12-b Two-Stage Pipeline ADCs with the Only Imperfection of Interstage GAIN ERROR $\varepsilon_{0}=2^{-(n-n 1)}$

| $n 1$ | $\varepsilon_{0}$ | SNDR (dB) | SFDR (dB) <br> simulated | SFDR (dB) <br> from Eq. (4) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $2^{-11}$ | 72.1 | 79.6 | $75-\mathrm{c}$ |
| 2 | $2^{-10}$ | 71.3 | 79.6 | $78-\mathrm{c}$ |
| 3 | $2^{-9}$ | 71.0 | 81.5 | $81-\mathrm{c}$ |
| 4 | $2^{-8}$ | 70.9 | 83.1 | $84-\mathrm{c}$ |
| 5 | $2^{-7}$ | 70.9 | 86.3 | $87-\mathrm{c}$ |
| 6 | $2^{-6}$ | 70.9 | 88.3 | $88-\mathrm{c}$ |

As a result, small-signal SFDR gets worse and a few bits of margin is required over what (2) specifies to determine the resolution. In addition, the spurs can be drastically affected by the noise (dither) at the input and the sampling frequency. Those details are discussed in [11].

## III. Architecture Choice

From the foregoing, over 80-dB SFDR requires at least 12-b resolution allowing a margin of about 2 b . With a $1-\mathrm{V}$ FS, this implies an LSB size more than one order of magnitude smaller than, say, $10-\mathrm{mV}$ offset [17], [18] in CMOS comparators. There are two logical solutions: either reduce the offsets, or amplify the signal prior to comparison. This converter amplifies the residue, because it not only effectively amplifies the FS without running into headroom problem, but it also allows distribution of overall quantization across multiple stages.

The $1.5-\mathrm{b}$ stage of quantization and residue amplification in a pipeline is commonly used [19] to implement a binary search. As ADC resolution increases, this algorithmic efficiency becomes increasingly important. Also, the two-level (or three-level differential) interstage reconstruction dig-ital-to-analog converter (DAC) is inherently perfectly linear. However, our numerical investigation shows that inaccuracy in the interstage gain of the front-end stages in this type of ADCs is the bottleneck to both SFDR and SNDR. The first residue amplifier gain must be accurate to better than $0.05 \%$ in a $1.5-\mathrm{b} /$ stage $12-\mathrm{b}$ ADC for the target $80-\mathrm{dB}$ SFDR (see Table I). This is difficult to realize with switched-capacitor (SC) amplifiers due to imperfections such as mismatch between the sampling and feedback capacitors, finite dc gain of the operational transconductance amplifier (OTA), and the parasitic capacitance between the input and output nodes. Trimming or calibration [20]-[25] is usually necessary. Incomplete settling of the amplifier output at high clock frequencies can not be easily calibrated, and as error concentrates in a few tones, it is characteristic of these ADCs that SFDR degrades rapidly at high conversion rates.

Fig. 2 shows the top-level block diagram of the implemented A/D converter. Allotting 6-b to the first stage relaxes the interstage gain accuracy. As a result, SFDR of 88 dB requires only $1.6 \%$ accuracy in the interstage gain (see Table I). For higher bandwidth, the interstage gain of $2^{5}$ is realized with a pipelined cascade of five similar $2 \times$ SC amplifiers. Since the (percentage)


Fig. 2. 12-b two-stage pipeline ADC block diagram.


Fig. 3. Two-step hybrid reconstruction DAC block diagram.
gain errors cumulate linearly, each amplifier on average needs to be accurate to $\pm 1.6 \% / 5 \sim \pm 0.32 \%$, which is possible without calibration or trimming.

The DAC must be nominally 12-b linear to meet 12-b SNDR, although this is somewhat relaxed in terms of SFDR requirement because the higher resolution of the first-stage quantization spreads the random error in the DAC across more harmonics. Fig. 3 shows the two-step hybrid DAC used. It consists of an eight-capacitor array (differential) and a fine interpolating resistor ladder, driven by the coarse 3-b thermometer codes and the fine 3-b 1-of-8 codes, respectively, from the firststage 6-b folding ADC. Capacitor matching dominates the DAC linearity; the resistor ladder can be 3-b less accurate. In terms of spreading errors across more spurs, the $3 \mathrm{~b}-3 \mathrm{~b}$ configuration is not as effective as the 6-b fully segmented. However, the reduced complexity eases layout matching. Monte Carlo simulations show that 3 -sigma yield of $80-\mathrm{dB}$ SFDR requires about 230 ppm matching in the total DAC capacitance $\left(C_{s p}+C_{s n}\right)$, which is chosen to be 8 pF based on the published data on capacitor matching [53]. It can be shown that with this level of capacitor matching, the $1.5-\mathrm{b} /$ stage counterpart yields less than 3-sigma in SFDR. Well-thought-out capacitor layout is essential to avoid systematic mismatch.

The harmonics $\operatorname{HD}_{n}(n=2,3, \cdots)$ in the $\mathrm{S} / \mathrm{Hs}$ must be kept below -80 dB . $\mathrm{S} / \mathrm{H} 2$ pipelines the latch regeneration in the AD-DA critical path, and the 6-b sub-ADC must be low latency. The second-stage 7-b sub-ADC reuses the 6-b design.

Both ADCs are made compact with folding and interpolation [26]-[33], accompanied by offset averaging [34], [33].

## IV. Efficient Sub-ADCs

Low-latency flash sub-ADCs require large amounts of hardware. How to make efficient ADCs with the low latency of flash is the subject of this section.

## A. Analog Folding

A generic flash ADC consists of zero-crossing (ZX) generators (e.g., difference amplifiers), ZX detectors (e.g., regenerative latches), and an encoder. To reduce complexity by $F$ times, an $F$-to-1 mapping function precedes the ADC. A compact coarse quantizer resolves the ambiguity in the many-to-one mapping. In the signal path, the $F$-to- 1 folds the signal while preserving the overall linearity [36], [37]. Rectifying devices that fold the signal are not as easy to realize in CMOS as with bipolar circuits [4], [38]-[41].

A compromise is to map $F$-to-1 after the ZX generators but before the detectors. Now, the $F$-to-1 mapping is on discrete ZXs and requires no linearity. This amounts to the multiplexing of the ZXs. Fig. 4(a) shows such a case where only the group of ZXs in which the input falls is multiplexed for detection. The coarse quantizer identifies the group and activates the multiplexer (MUX). This architecture is serial, because the MUX


Fig. 4. Multiplexing of ZXs. (a) Modified flash ADC. (b) SW MUX. (c) Auto MUX. (d) Folding.
waits for the coarse decision. To preserve the flash-like nature, this latency must be removed by automating the MUX.

Fig. 4(b) shows the MUX realized as switches. However, the switches can be bypassed if the signals from the groups away from the zerocrossing cancel each other. Cancellation happens when the ZXs of each adjacent group are reversed in polarity and peg at the same level [Fig. 4(c)]. The flipped polarity does not change the result of the fine quantization because the cut point of the thermometer codes remains the same. Now, the multiplexer is automatic; the ZXs (characteristics) merge into the folding characteristic [Fig. 4(d)], which is referred to as ZX folding, to distinguish from the signal folding aforementioned.

The folding is therefore the automatic multiplexing of ZXs, and it realizes a multi-step flash ADC [11]. Signals may be folded in many ways. The method described above sums an odd number of ZXs of alternative polarity [30]. The summation can be realized in two steps: subtotal first and then grand total, leading to the summation-based cascaded folding [33]. This gives the advantage that less parasitics and mismatch in tail currents aggregate at the merging node.

Folding multiplies the input signal frequency and the folding signal may exceed the bandwidth of the folding circuit. This ceases to be a problem when a S/H provides a dc-like input to the folding amplifiers, such as in the sub-ADCs in this pipeline architecture.

## B. Interpolation and Averaging

Interpolation and averaging lower the number and size of the ZX generators [33]. In the commonly used voltage interpolation, a resistive voltage divider connects the output of each adjacent ZX generator. Often the buffers driving the interpolating network set the interpolating ZX voltages [30], [31]. With sufficient dummies extending the array, the buffers can be removed, because the interfering signals cancel each other and the ZXs within the FS are not disturbed. Without the buffers, the interpolation turns into the offset averaging [34].

In this work, offset averaging is optimized based on spatial filtering. Fig. 5 shows an infinite preamp array with the lateral resistors $R 1$ inserted for offset averaging. The load impedance $R 0$ of the preamps and the averaging resistors $R 1$ form a spatial filter with impulse response [35]

$$
\begin{equation*}
h(n)=h(0) b^{|n|}, \quad b=e^{-\left|\operatorname{acosh}\left(1+R_{1} / 2 R_{0}\right)\right|} \tag{6}
\end{equation*}
$$

where the node index $n=0, \pm 1, \pm 2, \cdots$. The input differen-tial-pair $g_{m}$ stages provide the stimuli, with the small-signal currents $\Delta I_{s}(n)=g_{m}(n) \Delta V_{i n}$ constituting the signal part. The offset currents and the tail current mismatch together approximate white noise. The input referred offset is minimized when the impulse response width $W_{\mathrm{IR}}$ is equal to the signal window $W_{\mathrm{ZX}}$ (i.e., the number of active preamps around zero crossing). This corresponds to a matched filter.

For a linear finite array, the boundary condition, $W_{D}>W_{\mathrm{IR}},{ }^{1}$ must be satisfied to avoid integral nonlinearity (INL) curvature at the extremes of input range, where $W_{D}$ is the total number of dummy preamps. Conversely, this condition implies that $W_{\mathrm{IR}}$ must be the minimum $W_{D}$ for a given INL curvature.

Dummies not only cost extra hardware but also consume precious voltage headroom. The input-referred rms offset normalized to LSB is optimum [11] when

$$
\begin{equation*}
W_{D}=(1 / 3) W_{\text {total }} \tag{7}
\end{equation*}
$$

where $W_{\text {total }}$ is the total number of preamps allowed by the available headroom. Thus, the overall optimum condition becomes

$$
\begin{equation*}
W_{D}=W_{\mathrm{IR}}=(1 / 3) W_{\mathrm{total}} \leq W_{\mathrm{ZX}} \tag{8}
\end{equation*}
$$

[^1]

Fig. 5. Offset averaging as spatial filtering.
where $W_{\mathrm{ZX}}$ is defined as the flat portion of the signal window. At this optimum, preamp bandwidth is preserved to the first order, because the $R 1$ s do not diminish the net current driving each $R 0$.
Even though averaging is not directly effective if the INL errors all lie in one direction, it can be made effective if the direction alternates. For example, in the 6-b and 7-b sub-ADCs, both the differential inputs and outputs of the neighboring preamps in the array are flipped in connection to place any spatially correlated comparator offsets (from, say, the second class of mismatch discussed in [17]) out of the passband of the spatial filter. Equivalently, the spatially alternated connections act like a spatial mixer which up-converts the succeeding spatial filter to highpass (or bandpass). A systematic treatment on folding, interpolation and averaging is presented in [11].

## C. Optimum Bandwidth

Given a total gain $G_{\mathrm{T}}$, the overall bandwidth is optimized with respect to the number of cascaded amplifier stages $m$, and the dc gain $G_{i}$ of each stage, $i=1,2, \cdots, m$. Assuming each stage has the same unity-gain bandwidth $B W_{u}$, i.e., $B W_{i}=$ $B W_{u} / G_{i}$, the optimal condition is given by

$$
\begin{equation*}
m=\ln G_{\mathrm{T}} \quad \text { and } \quad G_{i}=G_{\mathrm{T}}^{1 / m} \tag{9}
\end{equation*}
$$

## D. 7-b Sub-ADC

Fig. 6 shows the 7-b sub-ADC block diagram. The residue signal goes to an 84-preamp array in which offset averaging is applied. Monte Carlo simulations show that the standard deviation of the zero-crossing points at the output of each preamp within the FS, or the input-referred rms offset, is reduced by $3.6 \times$. Seventy-two out of 84 ZX signals from the preamps are fed to the two cascaded three-fold amplifier stages, which multiplex the ZX signals by $3 \times$ each. The following $2 \times$ interpolation doubles the ZX signals. Among the nine folds of 72 ZXs, eight folds are within the FS. The half fold of ZXs on each side of the FS along with the extra 12 ZXs serves as dummies for averaging. Overall, the random INL error normalized to LSB is reduced by $3.6 \times 64 / 84 \sim 2.8$. If offset averaging were not used, the preamp FETs should be sized by $2.82 \sim 7.5$ to improve


Fig. 6. 7-b sub-ADC block diagram.
the random INL by the same amount. Using eight fewer dummies than the optimum given by (7) gives an acceptable practical tradeoff between the INL and noise, which improves with large FS. Based on (9), a modest voltage gain of $2.5 \sim 3 \times$ is allotted to the preamps and the two folding amplifiers each to maximize the overall bandwidth for a given gain of $15 \times$, enough to defeat the dynamic offsets in the latches which is on the order $30 \sim 50 \mathrm{mV}$ [33].

This sub-ADC is similar to the previous art [33], but different in that a preamp array with optimum offset averaging appears before the folding stages. A pFET in triode between the preamp differential output nodes implements finite $R 0$. A master-slave bias scheme sets the $R 0$ value to about $5 \mathrm{k} \Omega$. In the master preamp, $R 0$ is realized with a precise unsilicided poly resistor of about $100-\Omega$ sheet resistance; otherwise, the master preamp is identical to the slave and the preamps to be biased. The output difference between the slave and master which share the same input voltage of 0.05 V is sensed by an op amp whose output biases the gates of the pFETs in the slave preamp and those in the array. The negative feedback loop formed by the op amp forces the pFET resistance equal to the master $R 0$. The lateral averaging resistor $R 1$ is implemented with the same unsilicided poly. $R 0$-to- $R 1$ ratio is set to 10 so that the INL curvature is less than a quarter LSB. Averaging is relatively insensitive to this exact ratio.


Fig. 7. S/H circuit.


Fig. 8. Switch nonlinearity and the bootstrap circuit. (a) Hold capacitor. (b) Switch on-conductance $g_{d s}$ as a function of input voltage. (c) Bootstrap circuit.

## V. Circuit Implementation

## A. S/H Circuit

The op amp-based bottom-plate sampling circuit (Fig. 7) prevents signal-dependent charge injection from degrading the linearity below 80 dB . Given that the 6-b sub-ADC loads $\mathrm{S} / \mathrm{H} 1$ by 2 pF , and the reconstruction DAC loads $\mathrm{S} / \mathrm{H} 2$ by 6 pF (including 2-pF parasitic), a compromise between power consumption and $k T / C$ noise results in $g_{m}$ of 26 mS for the OTAs in both S/H1 and $\mathrm{S} / \mathrm{H} 2$, and 2 and 3 pF hold capacitance for $\mathrm{S} / \mathrm{H} 1$ and $\mathrm{S} / \mathrm{H} 2$, respectively.

As $V_{d d}$ is lowered to 3.3 V , the interstage sampling switches become problematic. First, the switch $R C$ delay is increasingly significant. Usually, the switch drives a load capacitance $C_{L}$ which is much larger than the output capacitance $C_{o}$ of the preceding closed-loop amplifier. If the switch on-resistance $R_{s}$ is comparable to the closed-loop output resistance $R_{o} \sim 1 /\left(g_{m} f\right)$, where $f$ is the feedback factor, it considerably lengthens the settling time constant $\tau \sim\left(R_{o}+R_{s}\right) C_{L}$. Second, the switch nonlinearity in the front-end S/H severely distorts the sampled signal during track mode.

Complementary switches are used to ease those problems, but they are not enough. In this implementation, both problems are solved by moving the sampling switch $S_{s}$ within the feedback loop of the preceding stage, as shown in Fig. 7. The effect of
the in-loop switch $S_{s}$ on the closed-loop transfer function (including the phase margin) is negligible because $S_{s}$ is preceded by an OTA $g_{m}$ stage of very high impedance and small parasitic capacitance ( $C_{\mathrm{op}}<C_{o}$ ) relative to the output-node capacitance ( $C_{L}+C_{o}-C_{\mathrm{op}} \sim C_{L}$ ) of the closed-loop. The time constant is reduced to $\tau \sim R_{o} C_{L}$. The feedback loop also linearizes the switch. In the front-end stage, the input switch sampling the analog input is linearized with the bootstrap circuit described next.

## B. Bootstrap Circuit

Consider a complementary switch driving a hold capacitor [Fig. 8(a)]. Fig. 8(b) shows the switch on-conductance $g_{d s}$ as a function of input voltage. Across the single-ended input range of $0.8 \mathrm{~V}, g_{d s}$ can not be made constant even at the best size ratio of 40 (nMOS)/177 (pMOS). This is partly due to the nonlinear body effect but especially due to the carrier mobility dependence on the vertical field (or $V_{g s}$ ) [42]. The latter is related to ill-behaved surface mobility [43] that can not be well compensated. The input-dependent on-resistance $R_{s}$ distorts the track-mode current flowing into the hold capacitor at high input frequencies. The distortion gets worse at low $V_{d d}$ and can not be scaled down due to the nonlinear junction capacitance. Simulations show that complementary switches attain, at best, -65 dBc track-mode


Fig. 9. Multiple- $V_{\text {cff }}$-based OTA design.
distortion for single-ended $0.8-\mathrm{V}_{p-p}$ at the Nyquist input frequency of 25 MHz .

To suppress the distortion below the required -80 dB level, a bootstrap circuit is used, as shown in Fig. 8(c). The nMOS sampling switch $M 1$ is turned ON with the gate voltage of a replica FET $M 2$ carrying a constant current of 2.4 mA . The op amp forces the source of $M 2$ to track the analog input. This way, the sampling switch copies the $g_{d s}$ of the replica, held constant by the fixed bias current. When the sampling switch turns off, the dummy switch $M d$ switches in to balance the loading of the op amp. At the start of track mode, $M 1$ is switched in before the dummy is switched off so that the dummy provides correlated initial charge to turn on $M 1$ quickly. The precharged level-shift capacitors set the output common-mode voltage of the op amp. Simulations show that $280-\mathrm{MHz}$ gain-bandwidth product (GBW) of the op amp ensures track-mode distortion lower than -95 dB with maximum gate voltage of 3.6 V . Other passive bootstrap schemes [44], [45] dissipate less power but can not remove the body effect.

## C. OTA Design

Some OTA topologies are tailored for implementation at low $V_{d d}$ [45]-[47]. Usually, signal swing is maximized to scale down the capacitor size. In this case, however, the third-order nonlinearity in the "linear capacitor" [48] implementing the switched capacitors limits the swing to $1.6-\mathrm{V}$ peak-to-peak differential. Conventional super-cascode topology is suitable for this swing.

Multiple- $V_{\text {eff }}$-based design, as shown in Fig. 9, maximizes the available swing. All stacked transistors of the same type are assigned the same $V_{\text {eff }}\left(=V_{g s}-V_{t}\right)$ with no margin. This requires a well-thought-out biasing scheme to operate reliably across process spreads. Multiple- $V_{\text {eff }}$ biases are generated by scaling $W / L$ based on the square law of the MOSFET. The biasing and biased transistors when well-matched in layout track each other, immune to process and temperature variations.
Since the linear $g_{m}$ region set by $V_{\text {eff }}=0.4 \mathrm{~V}$ is less than the input swing of $1.6-\mathrm{V}_{p-p}$, the OTA is not free of slewing, which causes dynamic nonlinearity or effectively reduces the available settling time. As a result, 12-b accuracy is obtained after settling for more than $10 \times$ the time-constant. The closed-loop band-
width of the $\mathrm{S} / \mathrm{Hs}$ is 250 MHz , which simulation shows guarantees $12-\mathrm{b}$ settling accuracy in half-cycle of $75-\mathrm{MHz}$ clock. This gives enough margin for $50-\mathrm{MHz}$ sampling in practice.

DC gain is 80 dB for sufficient margin to obtain the required closed-loop linearity. The auxiliary amplifiers provide about $30 \times$ gain boost. The GBW must be over 250 MHz so that the zero-pole doublet corresponding to the auxiliary amplifier unity-gain frequency is positioned out of the closed-loop bandwidth to suppress the slow settling component [46]. It should not be too high either; otherwise, the auxiliary amplifier loop may become unstable. As a result, the final GBW is 300 MHz . The level-shift source followers add a pole to the loop, which however does not destabilize the loop, since it is about three times higher than the auxiliary amps GBW. The four auxiliary amplifiers dissipate a total power comparable to the main circuit. The OTAs in the first four residue amplifiers use double cascode topology to take advantage of the reduced residue swing, and this dissipates $50 \%$ less power due to absence of the auxiliary amplifiers.

Two small input transistors with their drains cross-connected maintain the minimum bias necessary to keep the cascode transistors ON at the beginning of each phase when the large input swing steers all the tail current to one leg. Another option is use of a resistor between the cascode sources [49]. Cutoff of the cascode transistors is harmful not only because the recovery slows down the settling, but also the auxiliary loop becomes unstable since the drastically reduced $C_{g s}$ of the cascode transistor can not compensate the auxiliary amplifier.
The OTA output common-mode (CM) voltage is shorted to the input $\mathrm{CM}, V_{\mathrm{th}}+2 V_{\text {eff }}$, in the reset phase, but is raised to $V_{d d} / 2 \sim 1.7 \mathrm{~V}$ in the hold phase to maximize output swing. The dual common-mode voltages are realized by two pairs of switched level-shift capacitors precharged to two different voltages [50].

## D. Reconstruction DAC

In Fig. 3, the first (most negative differential) coarse tap, -FS/2, is formed by connecting the top plates (bottom plates in layout) of all the eight-unit capacitors ( $C_{s p}$ ) on the positive side to $-V_{\text {ref }}=-\mathrm{FS} / 4$ and those $\left(C_{s n}\right)$ on the negative side to $+V_{\mathrm{ref}}=+\mathrm{FS} / 4$; the second tap corresponds to one of the seven


Fig. 10. DAC capacitors in differential common-centroid layout.
differential capacitor pairs (those not connected to the resistor ladder) flipped in connection, and so on. Although the circuit and the reference taps are differential, the errors in the taps are not. This is generally true for fully segmented DACs controlled by thermometer codes.

A differential common-centroid layout averages the differential capacitance based on the expression for residue gain, $G=$ $\left(C_{s n}+C_{s p}\right) / 2 C_{f}$. Fig. 10 shows two rows of differential unit capacitors in common-centroid layout, addressed in scrambled order across the array to suppress possible cumulative gradient effects [51]. Grounded metal-3 shield on top of the array eliminates mismatch due to long-range fringes [52]. Dummy capacitors extending over a distance of $50 \mu \mathrm{~m}$ prevent uneven lithography at the boundaries from encroaching on the array [52]. Each (linear) capacitor consists of a polysilicon plate over thin oxide and a heavily doped $n+$ diffusion.

## VI. Performance Evaluation

The chip (see the micrograph in Fig. 11) is fabricated through MOSIS in a $0.6-\mu \mathrm{m}$, triple-metal, single-poly standard digital CMOS process with analog options of linear capacitor and unsilicided poly resistor. First silicon is successful, due to the whole-chip simulation methodology used [11]. The active chip area is $4 \times 4 \mathrm{~mm}^{2}$ and the ADC excluding the output drivers dissipates 850 mW from 3.3-V supply.

All clocks are generated on-chip from an external low phase noise, balanced sinewave. Both CMOS inverter-type and differential (open-drain) output buffers are built on-chip. The digital noise from the CMOS buffers is intentionally coupled to the internal circuits by tying all on-chip $V_{d d}$ 's and $G n d$ 's together, respectively. This allows for comparison between the CMOS and differential buffers in terms of their effect on the SFDR. To suppress power bounce, total $2-\mathrm{nF}$ decoupling capacitance between $V_{d d}$ and $G n d$ is laid out in unused areas all over the chip, and 18 pins are assigned to $V_{d d}$ and $G n d$, respectively. Discrete fifth-order low-pass filters and crystal filters suppress the harmonics and noise from the test signal generator.

Code density test yields 1.3 LSB INL and 0.8 LSB differential nonlinearity (DNL) (Fig. 12). The eight segments


Fig. 11. 12-b ADC chip micrograph.
clearly visible in the measured INL plot reflect small mismatch among the eight-unit capacitors of the reconstruction DAC. The spikes, numbering about $64 \times 2$, come from an unexpected systematic INL in the 7-b sub-ADC, which appears as an eight-fold or four-period profile. The measured INL of the 6-b sub-ADC also shows such pattern that is typical of folding ADCs. On average, half of the four periods are traversed by the 64 residue segments, yielding total $64 \times 2$ peaks in the overall INL.

Fig. 13(a) shows this ADC achieves over 80-dB SFDR for signal frequencies up to 75 MHz at 50 MSPS . The SFDR rolloff at $80-\mathrm{MHz}$ input and at 50 MSPS is due to the finite bandwidth of the bootstrap circuit and the DAC, respectively. SNR, defined as the SNDR subtracted by the first seven harmonics, is 64 dB at maximum. The maximum SNR shown in Fig. 13(b) is smaller than that in Fig. 13(a) by 1 dB due to absence of band-pass filter in the signal path during testing. The $4-\mathrm{dB}$ rolloff at $200-\mathrm{MHz}$ input corresponds to $0.61-\mathrm{ps}$ sampling jitter, which is confirmed with a locked histogram test and is close to the simulated 0.44 ps . The measured output histogram is fitted to a binned


Fig. 12. Code density test results. (a) INL at $f_{s}=50 \mathrm{MS} / \mathrm{s}$, with 16.4 million samples. (b) DNL at $f_{s}=50 \mathrm{MS} / \mathrm{s}$, with 16.4 million samples.

Gaussian distribution. Jitter is calculated from the best-fit standard deviation. Perfect fitting can not be achieved unless the bin sizes are adjusted with the measured DNL.

The labeled high-order (349~365) spurs in Fig. 14(a) are characteristic of the INL in the 7-b ADC, based on the following calculations. Since the fundamental is -0.8 dB FS , the input sinewave sees about $91 \%$ of the $64 \times 2$ periods (spikes) in the FS INL plot. From (5), those spikes produce peak harmonics located around $(91 \% \times 64 \times 2) \pi \sim 367$. The maximum level of those spurs, which is about -86 dB , is close to what (4) predicts for the case of $n_{1}=7$ and $\varepsilon=2 \varepsilon_{0}=2^{-5}$, which approximates the measured INL profile.

Using CMOS inverter-type output buffers, the measured SNR and SFDR remain unchanged at low input frequencies, but decay faster as the input increases in frequency. The rolloff corresponds to about $1.8-\mathrm{ps}$ sampling jitter. This indicates that the bounce from the CMOS output drivers is picked up by the inverter-type clock buffers but rejected by other differential circuits. Fig. 14(b) shows how the output spectrum is affected. The dominant even-order harmonics confirm the single-ended noise coupling. The bounce brings down the SNR by 2.9 dB (from 61.3 to 58.4 dB ), but still not enough to apparently spread out the high-order spurs. This makes sense because dithering is


Fig. 13. Dynamic performance.
not effective until the noise reaches a level comparable to the period of the INL pattern responsible for the high-order spurs. In this case, the period is about 7-b LSB, which corresponds to about 42 dB SNR.

The largest spur is among the second to the fifth harmonics, which tend to fluctuate by up to 3 dB between measurements. The fluctuation can be ascribed to the finite FFT points and noise [54], but more likely in this case to the sensitivity to variation in input amplitude and offset, typical of the low-order harmonics arising from quantization [11]. If it were not for the DAC nonlinearity, the largest spur should be among the high orders (349~365). Since the largest spur actually appears at low-order and is only a few decibels higher, the DAC must contribute low-order harmonics comparable to those from the 7-b INL. Even though the high-order spurs limit small-signal SFDR because they increase by 0.5 dB for each decibel reduction in input amplitude, they can be removed by correcting the 7-b systematic INL error. In contrast, the DAC errors arising from random capacitor mismatch presents a fundamental limitation to the SFDR unless they are dynamically scrambled [55]-[60]. Distortion in the S/Hs produces a dominant third-order harmonic, which does not appear until the input frequency goes beyond 75 MHz .

Fig. 15 shows that the ADC works to $3.05-\mathrm{V}$ supply.


Fig. 14. Measured ADC output spectra with differential and CMOS output drivers at $f_{i n}=74.146 \mathrm{MHz}$ and $f_{s}=50 \mathrm{MHz}$. (a) Differential buffers. (b) CMOS buffers.


Fig. 15. $\quad V_{d d}$ tolerance test.

The MATLAB numerical model of the ADC is also useful in understanding the measured data. The FFT of a sinewave digitized by a 12-b ADC in MATLAB whose quantization thresholds are perturbed by the measured INL data is similar to the measured spectrum, confirming that INL dominates SFDR. In terms of SNDR, the reconstructed spectrum is 3.5 dB better than

TABLE II
Performance Summary

| Resolution | 12 bits |
| :--- | :--- |
| INL / DNL @ $f_{i n}=10 \mathrm{MHz}$ | $+/-1.3 \mathrm{LSB} / 0.8 \mathrm{LSB}$ |
| Analog Input | $1.6 \mathrm{Vp}-\mathrm{p}$ differential |
| Input Capacitance (S/H) | 2 pF |
| Latency | 4 |
| Clock Jitter | $<0.61 \mathrm{ps}$ |
| Error Rate [49] @ $f_{s}=80 \mathrm{MHz}$ | $<10^{-13}$ (in errors/sample) |
| Conversion Rate | $50 \mathrm{MS} / \mathrm{s}$ |
| SFDR @ $f_{i n}<75 \mathrm{MHz}$ | $>80 \mathrm{~dB}$ |
| SNR @ $f_{i n}=1 \mathrm{MHz} / 200 \mathrm{MHz}$ | $64 \mathrm{~dB} / 60 \mathrm{~dB}$ |
| Power Dissipation | 850 mW |
| Min. Power Supply Voltage | 3.05 V |
| Technology | $3.3-\mathrm{V}, 0.6-\mu \mathrm{m} \mathrm{CMOS}$ |
| Active/Total Die Area | $4 \times 4 \mathrm{~mm}^{2} / 5.5 \times 4.8 \mathrm{~mm}^{2}$ |

the measured ( 67.5 versus 64.0 dB ), suggesting a random noise about 1.24 times the INL distortion. The random noise is also directly measured by grounded input tests, from which a noise (rms) of 0.66 LSB (i.e., $257 \mu \mathrm{~V}$ ) is extracted. The MATLAB ADC shows that the reconstructed spectrum degrades in SNR by 3.5 dB when this noise is added at the input, and further by 4 dB at $200-\mathrm{MHz}$ input frequency when the time index of the input sinewave function is perturbed with $0.61-\mathrm{ps}$ jitter (rms)-consistent with the measured SNR rolloff shown in Fig. 13(a). The results are summarized in Table II.

## VII. Conclusion

A pipeline ADC with large number of bits in the first stage is inherently superior in SFDR, because the first-stage multibit quantization spreads the spur energy arising from the interstage gain error, random DAC nonlinearity, and INL in the second stage sub-ADC. This is demonstrated with the ADC prototype of a 6-7-b partition, which achieves over 80-dB SFDR for signal frequencies up to 75 MHz at 50 MSPS without trimming, calibration, or dithering. The required low-latency (flash) multibit (6-b) sub-ADC is made efficient using folding, averaging and interpolation techniques. Offset averaging is optimized based on spatial filtering. The bootstrap circuit, in-loop interstage switch and multi- $V_{\text {eff }}$ OTA are instrumental in achieving the required linearity in the front-end $\mathrm{S} / \mathrm{Hs}$ at low $V_{d d}$ of 3.3 V . The major spurs are identified and related to the imperfections in the ADC. The intuitive and analytical approachused inthis work proveseffective in designing and evaluating ADCs intended for IF sampling.
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